Abstract—In this tutorial, I will present SEA Horn, a software verification framework. The key distinguishing feature of SEA Horn is its modular design that separates the concerns of the syntax of the programming language, its operational semantics, and the verification semantics. SEA Horn encompasses several novelties: it (a) encodes verification conditions using an efficient yet precise inter-procedural technique, (b) provides flexibility in the verification semantics to allow different levels of precision, (c) leverages the state-of-the-art in software model checking and abstract interpretation for verification, and (d) uses Horn-clauses as an intermediate language to represent verification conditions which simplifies interfacing with multiple verification tools based on Horn-clauses. SEA Horn provides users with a powerful verification tool and provides researchers with an extensible and customizable framework for experimenting with new software verification techniques.

I. INTRODUCTION

Program verification – deciding whether a given program satisfies its specification, is one of the oldest problems in computer science. In his seminal paper, “Checking a Large Routine” [1], Alan Turing outlined a methodology to formally check whether a procedure (or a routine) is right. In particular, he proposed flowcharts as a concise program representation, and described a method based on the insight that a programmer should make a number of definite assertions which can be proven individually, and from which the correctness of the whole program follows easily. Almost two decades later, Floyd [2] and Hoare [3], inspired by the works of McCarthy [4] and Naur [5], independently, proposed a logic based on a deductive system that is known today as the Floyd-Hoare logic. The logic allowed proving correctness of programs in a rigorous manner in ways foreshadowed by Turing. Another decade later, Dijkstra [6] developed the first semi-algorithmic view of the Floyd-Hoare logic based on the notion of predicate transformers. The field of software verification has been growing rapidly ever since. Today, Abstract Interpretation [7], Model Checking [8], [9], and Symbolic Execution [10] are probably the most predominant algorithmic (i.e., fully automated) verification techniques.

We argue that a significant disadvantage of the existing techniques is that each individual technique relies on its own specific set of intermediate representations and interpretation of the program’s semantics. This makes it difficult, if not impossible, to effectively combine multiple techniques and reuse results between techniques.

We suggest an alternative, that we call Algorithmic Logic-Based Verification that is completely automated (i.e., algorithmic) and uses logic as its intermediate representation. In particular, we use Constrained Horn Clauses (CHCs), a fragment of First Order Logic, as the basis for the intermediate representation.

Our approach separates the concerns of the programming language syntax, operational- and verification-semantics. The main idea is that the verification process can be partitioned into generating a Verification Condition (VC) in CHC, and determining satisfiability of VC using logic-based decision procedures. This basic idea is not new. For example, CHCs are similarly used as a basis of Constraint Logic Programming (CLP) [11]. What makes our approach unique is the use of novel powerful decision engines, called SMT solvers, that have been recently developed and perfected in the verification community.

In this tutorial, I will present SEA Horn, a state-of-the-art CHC-based automated verification framework. SEA Horn aims at providing developers and researchers a collection of modular and reusable verification components that can reduce the burden of building a new software verifier. Similar to modern compilers, SEA Horn is split into three main components: the front-end, the middle-end, and the back-end.

The front-end deals with the syntax of the input programming language and generates an internal intermediate representation. The middle-end encodes the verification condition as CHC. SEA Horn provides several out-of-the-box encodings that have been shown useful in practice. Finally, the back-end discharges the verification conditions using a variety of state-of-the-art SMT-based model checking and abstract interpretation-based solvers.

This versatile and flexible design supports multiple VC encodings and multiple verification engines. It also simplifies targeting new programming languages or language specifications by providing a translation to CHCs. SEA Horn an interesting verification infrastructure that allows developers and researchers to experiment with new techniques.
\{ \text{Pre: } y \geq 0 \} \quad \{ \text{Post: } x = x_{old} + y_{old} \} \\
(1) x_{old} = x; \quad C_1: \quad \text{pre}(x, y) \quad \leftarrow \quad y \geq 0. \\
(2) y_{old} = y; \quad C_2: \quad I(x, y, x_{old}, y_{old}) \quad \leftarrow \quad \text{pre}(x, y), x_{old} = x, y_{old} = y. \\
(3) \text{while } (y > 0) \{ \quad C_3: \quad I(x', y', x_{old}, y_{old}) \quad \leftarrow \quad I(x, y, x_{old}, y_{old}), y > 0, \\
(4) \quad x = x + 1; \quad x' = x + 1, y' = y - 1. \\
(5) \quad y = y - 1; \quad C_4: \quad \text{exit}(x, x_{old}, y_{old}) \quad \leftarrow \quad I(x, y, x_{old}, y_{old}), y \leq 0. \\
(6) \} \quad C_5: \quad \text{error}() \quad \leftarrow \quad \text{exit}(x, x_{old}, y_{old}), x \neq x_{old} + y_{old}. \\
C_6: \quad \bot \quad \leftarrow \quad \text{error}(). \\
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\caption{A program and its verification conditions expressed as a set of CHCs.}
\end{figure}

II. CONSTRAINED HORN CLAUSES

In this section, we give a brief overview of Constrained Horn Clauses. More details are available in [12].

Given the sets \( \mathcal{F} \) of function symbols, \( \mathcal{P} \) of predicate symbols, and \( \mathcal{V} \) of variables, a Constrained Horn Clause (CHC) is a formula:

\[
\forall \phi \in \mathcal{F} \land \forall \mathcal{V} \forall (\phi \land p_1[X_1] \land \cdots \land p_k[X_k] \rightarrow h[X]) \text{ for } k \geq 0
\]

where \( \phi \) is a constraint over \( \mathcal{F} \) and \( \mathcal{V} \) with respect to some background theory \( \mathcal{A} \); \( X_i \subseteq \mathcal{V} \) are (possibly empty) vectors of variables; \( p_i[X_i] \) is an application \( p(t_1, \ldots, t_n) \) of an n-ary predicate symbol \( p \in \mathcal{P} \) for first-order terms \( t_i \) constructed from \( \mathcal{F} \) and \( X_i \); and \( h[X] \) is either defined analogously to \( p_i \) or is \( \mathcal{P} \)-free (i.e., \( \mathcal{P} \)-symbols occur in \( h \)). We usually assume that the background theory \( \mathcal{A} \) is a combination of Linear Arithmetic, Arrays, and Bit-Vectors.

We call \( h \) the head of the clause and \( \phi \land p_1[X_1] \land \cdots \land p_k[X_k] \) the body. A clause is called a query if its head is \( \mathcal{P} \)-free. Otherwise, it is called a rule. A rule with body true is called a fact. A clause is linear if its body contains at most one predicate symbol, otherwise, it is called non-linear. We often follow the CLP convention of writing Horn clauses as \( h[X] \leftarrow \phi, p_1[X_1], \ldots, p_k[X_k] \) with all free variables implicitly universally quantified.

A set of CHCs is satisfiable if there exists an interpretation \( \mathcal{J} \) of the predicate symbols \( \mathcal{P} \) such that each constraint \( \phi \) is true under \( \mathcal{J} \).

CHCs naturally represent verification conditions obtained from Dijkstra’s weakest liberal precondition calculus [6]. To illustrate, Figure 1(a) shows a simple imperative program with a pre-condition \( y \geq 0 \) and a post-condition \( x = x_{old} + y = y_{old} \). The corresponding verification condition is shown in Figure 1(b). The predicate \( \mathcal{I} \) represents the loop invariant (which must be discovered to discharge our proof obligation). The predicate \( \text{pre} \) represents the precondition. The predicate \( \text{exit} \) represents the loop invariant (which must be discovered to discharge our proof obligation). The predicate \( \text{error} \) represents the error condition (i.e., the negation of the desired post-condition).

The program in Figure 1(a) satisfies its pre- post-condition pair iff the set of CHCs in Figure 1(b) is satisfiable. For example, giving these clauses to a CHC-solver \( \text{SPACER} \) [13], we get that the system is satisfiable, and the the safe inductive invariant is

\[
\mathcal{I}(x, y, x_{old}, y_{old}) \leftrightarrow x + y = x_{old} + y_{old} \land y \geq 0.
\]

III. SEAHORN VERIFICATION FRAMEWORK

SEAHORN [14] is an analysis framework for verification of safety properties of programs. It is based on the LLVM compiler toolkit [15] and is implemented in C++ in the LLVM compiler infrastructure [15]. Its architecture is shown in Figure 2. SEAHORN has been developed in a modular fashion; its architecture is layered in three parts:

Front-End: Takes an LLVM based program (e.g., C) input program and generates LLVM IR bitcode. Specifically, it performs the pre-processing and optimization of the bitcode for verification purposes.

Middle-End: Takes as input the optimized LLVM bitcode and emits verification condition as Constrained Horn Clauses (CHC). The middle-end is in charge of selecting the encoding of the VCs and the degree of precision.

Back-End: Takes CHC as input and outputs the result of the analysis. In principle, any verification engine that digests CHC clauses could be used to discharge the VCs. Currently, SEAHORN employs several SMT-based model checking engines based on PDR/IC3 [16], including \( \text{SPACER} \) [13], [17] and GPDR [18]. Complementary, SEAHORN uses the abstract interpretation-based analyzer IKOS (Inference Kernel for Open Static Analyzers) [19] for providing numerical invariants.

The effectiveness and scalability of SEAHORN are demonstrated by the results of the Software Verification Competition (SV-COMP 2015) [20].

We conclude with the discussion of the main features of SEAHORN:
1) It decouples a programming language syntax and semantics from the underlying verification technique. Programming languages include a diverse assortment of features, many of which are purely syntactic. Handling them fully is a major effort for new tool developers. We tackle this problem in SEAHORN by separating the language syntax, its operational semantics, and the underlying verification semantics – the semantics used by the verification engine. Specifically, we use the LLVM front-end(s) to deal with the idiosyncrasies of the syntax. We use LLVM intermediate representation (IR), called the bitcode, to deal with the operational semantics, and apply a variety of transformations to simplify it further. Finally, we use Constrained Horn Clauses (CHC) to logically represent the verification condition (VC).

2) It provides an efficient and precise analysis of programs with procedure using inter-procedural verification techniques. SEAHORN summarizes the input-output behavior of procedures efficiently without inlining. Moreover, it uses program transformations that lift deep assertions closer to the main procedure. This increases context-sensitivity of intra-procedural analyses (used both in verification and compiler optimization), and has a significant impact on our inter-procedural verification algorithms.

3) It allows developers to customize the verification semantics and offers users verification semantics of various degrees of precision. SEAHORN is fully parametric in the (small-step operational) semantics used for the generation of VCs. The level of abstraction in the built-in semantics varies from considering only LLVM numeric registers to considering the whole heap (modeled as a collection of non-overlapping arrays). In addition to generating VCs based on small-step semantics, it can also automatically lift small-step semantics to large-step (a.k.a. Large Block Encoding, or LBE).

4) It uses Constrained Horn Clauses (CHC) as its intermediate verification language. CHC provide a convenient and elegant way to formally represent many encoding styles of verification conditions. The recent popularity of CHC as an intermediate language for verification engines makes it possible to interface SEAHORN with a variety of new and emerging tools.

5) It builds on the state-of-the-art in Software Model Checking (SMC) and Abstract Interpretation (AI). SMC and AI have independently led over the years to the production of analysis tools that have a substantial impact on the development of real world software. Interestingly, the two exhibit complementary strengths and weaknesses (see e.g., [24]–[27]). While SMC so far has been proved stronger on software that is mostly control driven, AI is quite effective on data-dependent programs. SEAHORN combines SMT-based model checking techniques with program invariants supplied by an abstract interpretation-based tool.

6) Finally, it is implemented on top of the open-source LLVM compiler infrastructure. The latter is a well-maintained, well-documented, and continuously improving framework. It allows SEAHORN users to easily integrate program analyses, transformations, and other tools that targets LLVM. Moreover, since SEAHORN analyses LLVM IR, this allows to exploit a rapidly-growing frontier of LLVM front-ends, encompassing a diverse set of languages. SEAHORN itself is released as open-source as well (source code can be downloaded from http://seahorn.github.io).
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